








parable during both training and testing sessions.
The light-on To group did not show any signifi-
cant freezing deficits during either the training or
the testing session (Fig. 4, I and J).

We subjected eArch3.0eYFP-expressing (eArch
group) (17) and eYFP only–expressing (eYFP
group) Wfs1-Cre mice to in vivo recordings. The
stimulation of the eArch3.0-positive ECIIi axons
in the CA1 area with green light increased themulti-
unit activity of CA1 pyramidal cells (30% enhance-
ment, Fig. 4B). We subjected them to TFC with
green light delivered bilaterally during the entire
training period. During the training session, the
eArch group showed as much freezing as the con-
trol eYFP group (Fig. 4K). However, during the
testing session, the eArch group displayed signif-
icantly enhanced freezing during the post-tone
periods that lasted about 1 min longer compared

with the control eYFP group (Fig. 4L), but freez-
ing was unaltered in response to the context (fig.
S15). Maximal levels of freezing were unaltered
during training and testing sessions, although this
could be due to a ceiling effect of the training
protocol. Indeed, when the strength of the foot
shocks was lowered, the maximal levels and the
post-tone duration of freezing were greater in the
eArch group compared with the control eYFP
group during both training and testing sessions
(Fig. 4, M and N).We injected AAV9-EF1a-DIO-
ChR2-mCherry into the EC of pOxr1-Cre mice.
The blue-light pulse stimulation to the CA1 area
increased the multiunit activity of CA1 pyramidal
cells in vivo (31% enhancement, Fig. 4B). We
subjected ChR2mCherry-expressing (ChR2 group)
and mCherry only–expressing (mCherry group)
pOxr1-Cre mice to TFC with the lower shock in-

tensity with blue-light stimulations during the trace
period. During the testing session, the ChR2 group
displayed significantly enhanced freezing ampli-
tudes and post-tone freezing duration compared
with the control mCherry group (Fig. 4, O and P).

The interplay of synaptic excitation and in-
hibition contributes to the regulation of percep-
tion, memory, and motor behavior (25). A major
challenge in neuroscience is to define this inter-
play at the levels of specific neuronal circuits and
the specific cell types participating in them. We
identified and characterized a neural circuit in the
EC-HPC network that regulates temporal associ-
ation memory, an essential component of episodic
memory.

Previous studies determined that about one-
third of ECII excitatory cells are made of pyram-
idal cells (15, 16, 26), but their projections to

Fig. 3. Inhibition of ECIII input to CA1 by
island cells through SL-GABAergic neurons.
(A to C) Expression of ChR2-eYFP (green) in CA3-
specific (A), ECIIi-specific (B), and MECIII-specific
(C) transgenic mice. SL-INs stained by biocytin
(violet). Voltage-clamp recording of light-evoked
EPSCs in SL-INs after optogenetic stimulation of
CA3 (A), ECIIi (B), or MECIII (C) axons. (D to G) Con-
nection probability [Fisher exact test **P < 0.005,
***P < 0.001, (D)], EPSC amplitude [Wilcoxon sum
rank *P < 0.05, ***P < 0.001, (E)], EPSC onset
[Wilcoxon sum rank **P<0.005, ***P<0.001, (F)],
and firing probability [Fisher exact test *P < 0.05,
(G)] in response to optogenetic stimulation of
CA3, ECIIi or MECIII axons. Error bars indicate SEM.
(H) Zeta-projected confocal image of biocytin-
filled SL-INs (IN1 to IN3) and CA1 pyramidal cells
(P1 and P2). MECIII axons (green). (Inset) Putative
contact points between IN2 and P1 (red asterisks)
from the dotted-line box. (I) Connectivity matrix of
cells displayed in (H). Only IN2 P1 showed IPSPs.
(J) Schematic, raw traces, and average ampli-
tude (n = 8 pairs) of the IPSPs evoked in P1 by
stimulation of IN2. (K) Schematic, raw traces, and
average amplitude (n = 8 pairs) of the EPSPs

evoked in P1 by optogenetic stimulation of MECIII fibers. (L) Schematic and raw traces showing the response recorded in P1 to simultaneous stimulation of
MECIII axons and IN2. Note the reduction elicited by the simultaneous stimulation when compared with optogenetic stimulation of MECIII axons only
(Wilcoxon signed-rank *P < 0.05, n = 8 pairs, average in red).
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Fig. 4. Effects of optogenetic axonal excitation and inhibition on behavior.
(A) In vivo multiunit recording in anesthetized mice combined with optogenetic
axonal excitation or inhibition. (B) (Top) Examples of light-induced excitations or
inhibitions of CA1 multiunit activity in pOxr1/ArchT, Wfs1/ChR2, Wfs1/eArch, and
pOxr1/ChR2 anesthetized mice. (Bottom) The averaged data of the firing frequency
of CA1 pyramidal cells during light-off and light-on periods (n = 3 mice each
group). (C and D) Time course of freezing observed in ArchT-expressing pOxr1-Cre
mice and control mice in the TFC during training on day 1 (C) and testing on day 2
(D). Gray and green bars represent tone and shock, respectively. In the right graph
of (D) and corresponding graphs hereafter, freezing levels during the testing were
averaged over the three 60-s To periods and over the three first 60-s post-tone

periods. (E to H) Time courses of freezing observed in ChR2- and eYFP-group Wfs1-Cre mice in TFC [(E) and (F)] and DFC [(G) and (H)] during training on day 1 [(E) and
(G)] and testing on day 2 [(F) and (H)]. In (G), blue light was delivered during training periods (22 s). (I and J) Blue light was delivered during To (20 s) or Tr-S (22 s)
periods. Time courses of freezing observed in ChR2-expressing Wfs1-Cre mice in TFC during training on day 1 (I) or testing on day 2 (J). (K to N) Time courses of freezing
observed in eArch- and eYFP-group Wfs1-Cre mice in TFC [(K) and (L)] and weak TFC [(M) and (N)] during training on day 1 [(K) and (M)] and testing on day 2 [(L) and
(N)]. Right graphs of (L) and (N) show freezing levels during testing on day 2 averaged over the first, second, and third 60-s post-tone periods. (O and P) Time courses of
freezing observed in ChR2- and mCherry-group pOxr1-Cre mice in weak TFC during training on day 1 (O) and testing on day 2 (P). *P < 0.05.
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SL-INs inCA1havebeenunknown.Themodularity
of ECII neurons has been reported previously. The
patchlike structures identified by anti–calbindinD-
28K (11) and the “islets” detected by the expres-
sion of Wfs1 mRNA (10) probably correspond to
our ECIIi cells. However, projections of these sub-
populations of ECII cells into HPC have not been
reported previously. Cytochrome oxidase (CO) stain-
ing revealed patches of axonal terminals in ECII
that are derived from metabolically active cells
(27, 28). These CO-positive patches are larger than
ECIIi cells and contain both calbindinD-28K–
positive ECIIi cells (fig. S6) and stellate cells (28).

The strategic location of SL-INs, the primary
target of ECIIi cells, immediately adjacent to the
inner side of the SM layer where MECIII cells
synapse to the distal dendrites of CA1 pyramidal
cells enables ECIIi cells to suppress MECIII in-
put by feed-forward inhibition. Our findings are
consistent with previous studies pointing to the
existence of a feed-forward inhibitory circuit arising
from direct entorhinal inputs into CA1 (29, 30).
However, these earlier studies used electrical stim-
ulation of SLM axons and hence could not dis-
tinguish ECIII and ECIIi axons that run in the SM
and SL, respectively. SL-INs are connected by gap
junctions (31). Thus, activation of ECIIi axons can
evoke a depolarizing response broadly among
SL-INs, which propagates through gap junctions,
amplifying the effect of ECIIi cell inputs.

Our behavioral data allow for two conclusions.
First, the fact that behavioral freezing in TFC
was optogenetically impaired by either inhibition
of MECIII input or activation of ECIIi input pro-
vides evidence for inhibition of the former input
by the latter through feedforward inhibition. This
conclusion is reinforced by the enhanced freez-
ing level and the prolonged post-tone freezing
period induced by eArch-mediated inactivation
of the ECIIi axons. Thus, the freezing response
can be regulated bidirectionally by the relative
strength ofMECIII and ECIIi inputs to CA1. Our
data suggest that this regulatory system controls
the strength of a temporal association memory as
well as the duration of the expression of this mem-
ory after the recall cues cease. Such a regulation is
crucial for optimal adaptive benefit; too strong an
association of a particular pair of events may in-
terfere with associations of other useful pairs,
whereas too weak an association for a given pair
of events will not result in an effective memory.
Additionally, the ECIIi-INs pathway input can pro-
vide a specific pattern of temporal windows within
which MECIII input can drive the associations.

Second, our observation that the freezing deficit
was caused by the inhibition of MECIII input by
the ECIIi-CA1 pathway during the Tr-S period but
not during the To period indicates that the trace is

not stored in CA1 and that post-tone MECIII
input is crucial for the formation of temporal asso-
ciation memory. We propose that the source of
this input could be persistent activity triggered in
MECIII by the tone (9, 32, 33). Such activity will
be transmitted to CA1 pyramidal cells and then to
the basolateral amygdala via the EC layer V (34)
as a CS (i.e., tone signal) coincident with the US
(i.e., shock signal) to generate a fear memory en-
gram viaHebbian synapses in the basolateral amyg-
dala (35). The tone-triggered persistent activity in
ECIII may also be instrumental for the prolonged
post-tone freezing during recall of the temporal
association memory.

Although our study has demonstrated that the
feed-forward inhibition of MECIII input to CA1
pyramidal cells by the ECIIi–SL-INs pathway
serves as an important mechanism for the control
of temporal association memory, other circuits
and/or mechanisms may also contribute to this
process. For instance, a recent study described
long-range projections of entorhinal interneurons
into HPC interneurons, including SL-INs (36).
This circuit could also participate in the regula-
tion of temporal association memory by countering
the effect of the ECIIi–SL-INs circuit. Another
possibility is that SL-INs may contribute to the
regulation of temporal association memory by
rhythmic dendritic inhibition of CA1 pyramidal
cells through their rhythmic activation (22).

CA1 pyramidal cells receive a multitude of
other excitatory and inhibitory inputs (26) includ-
ing the Schaffer collateral (SC) input from CA3
that originates from ECIIo cells. The in vitro in-
teraction of ECIII and CA3 inputs on the activity
and synaptic plasticity of CA1 pyramidal cells
have been reported (37), but the inhibition of SC
input does not seem to have a substantial effect on
the TFC performance (9). Although the role of the
direct pathway, ECIIi-CA1 pyramidal cells, has
not been yet elucidated, we hypothesize that the
indirect pathway from ECIIo to CA1 via the tri-
synaptic circuit primarily processes context and
space, whereas the direct pathways fromMECIII
and ECIIi-SL-INs are responsible for temporal
properties of episodic memory.
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